In this paper, we argue that capabilities serve as shift parameters that result in a change in the critical value of asset specificity at which firms switch from in-sourcing to outsourcing. Capabilities have two effects: they result in a change in firm production costs and in firm governance costs relative to the market. As a result, the frontier at which market governance gives way to firm governance shifts. Three factors that produce such shifts are the value, rarity, and inimitability of capabilities employed in firm processes. Considered as shift parameters, the effect of capabilities integrates seamlessly into transaction costs reasoning and is not a competing view of firm governance. We demonstrate these arguments empirically using a sample of 180 information systems sourcing decisions.

INTRODUCTION

Transaction cost economics (TCE) has emerged as one of the leading perspectives of firm governance, yet considerable debate remains regarding its empirical support. TCE predicts that the likelihood of the use of market governance decreases monotonically with an increase in asset specificity (Williamson, 1985). Empirical data, however, often posits a weaker and more ambiguous relationship (Carter and Hodgson, 2006; David and Han, 2004). This may arise due to the omission of a number of alternative explanations such as agency, learning (Vanneste and Puranam, 2010), capabilities (Argyres, 1996; Capron and Mitchell, 2009), and knowledge (Jain and Thietart, 2013; Kogut and Zander, 1992). In this research note, we put forward the argument that one reason why TCE offers noisy predictions of governance decisions is that capabilities serve as “shift parameters” that change the critical level of asset specificity at which market governance gives way to hierarchical governance.

Figure 1 illustrates the noisy relationship between outsourcing and asset specificity using our sample of 180 information systems (IS) sourcing decisions. The figure plots the extent to which a firm process is outsourced as a function of asset specificity.\(^1\) The figure indicates that (1) in-sourcing occurs even at relatively low values of specificity and (2) outsourcing occurs even at high levels of asset specificity. This is inconsistent with the monotonic relationship that follows from

\(^1\) We operationalize asset specificity as the extent to which a focal IS process has linkages and is interdependent with other firm activities. The greater these linkages, the more outsourcing will require specific investments on the part of a partner firm.
TCE. We propose that one explanation for this noise is that capabilities are omitted variables in TCE analysis that shift the critical value of asset specificity at which market governance transitions to firm governance.

**CAPABILITIES AS SHIFT PARAMETERS**

Williamson (1991) articulated his shift-parameter framework to describe how changes in institutional environments may result in changes in governance. If the institutional environment is treated as a locus of parameters, comprised for instance of the political, social, and legal ground rules that establish the basis of production, then changes in these parameters may result in shifts in the comparative costs of governance (Williamson, 1991: 269). For instance, organizations operating in countries that have weak institutional environments will have greater costs of writing and enforcing contracts relative to other organizations operating in strong institutional environments, resulting in a change in the relative cost of hierarchical governance (Nickerson and Bigelow, 2010). A number of studies provide empirical support for Williamson’s arguments, showing that the strength of intellectual property regimes (Oxley, 1999), political and regulatory institutions (Henisz, 2000), and trust (Gulati and Nickerson, 2008) shift the critical level of asset specificity at which market governance gives way to firm governance.

Gulati and Nickerson’s (2008) study of the role of trust in automotive sourcing decisions has one additional implication: it indicates that Williamson’s shift parameter framework is not limited to the effect of institutions on governance. Consistent with this, in response to criticism that TCE does not give explicit consideration to the heterogeneity of capabilities across firms, Williamson (1999: 1098) acknowledged that they may serve as “shift parameters” for the sourcing decision.

**Capabilities and shifts in production costs**

According to Williamson (1985), the decision to source an activity results from a comparison of governance costs and costs of production across markets and hierarchies. If $\Delta G$ is the difference in the cost of firm and market governance and $\Delta C$ is the difference between firm and market production costs, then outsourcing will occur at all levels of asset specificity below a critical value $K_C^*$ at which the sum of governance and production costs is the same for outsourcing and in-sourcing (Figure 2).

Capabilities, we propose, result in a shift in the critical value of asset specificity $K_C^*$ at which market governance gives way to hierarchical governance. Given that capabilities are heterogeneous across firms, the production cost curve is not identical across firms for a focal transaction. If a firm process involves the use of valuable capabilities (relative to the market) that enable it to “implement strategies that improve its efficiency and effectiveness” (Barney, 1991: 106), then production becomes more efficient. Lower production costs relative to the market result in a downwards shift of the cost curve ($\Delta C$) for a firm (Figure 2a). As a result, the sum of governance and production costs ($\Delta G + \Delta C$) also decreases and the corresponding curve shifts downwards and to the left. The consequence for the governance decision is that the critical level of asset specificity at which outsourcing occurs shifts from $K_C^*$ to $K_{C2}^*$. Similarly, rarity also acts as a shift parameter. Rarity indicates that the capabilities required for the execution of a given firm process are unmatched by other rival and partner firms. Given this, a firms’ cost of production is lower than that of the market and the critical level of asset specificity at which in-sourcing takes place “shifts” to a lower value.

The lower production costs resulting from firm processes will endure over time only if rival firms are unable to imitate the associated capabilities (Barney, 1991; Peteraf, 1993). Since inimitability ensures that any production cost advantages endure over time, any downward shift
in the critical value of asset specificity also endures over time. Inimitability has a second effect. As inimitability increases, firm processes become more difficult to transfer to other firms (Kogut and Zander, 1992), and the cost of using markets increases. Given this, the critical value of asset specificity at which market governance gives way to firm governance shifts to a lower value.

Capabilities and shifts in governance costs

Market governance costs are affected by the hazard of expropriation of knowledge and capabilities (Jain, 2011; Liebeskind, 1996; Mayer and Nickerson, 2005). Consider that a firm has rare and valuable proprietary knowledge and capabilities. If transacting involves the transfer of this knowledge and capability to one’s contractual partner, it opens the door to risk of expropriation. For instance, the partner firm could use the acquired capabilities for other purposes, such as for other customers or competitors. In these circumstances, contracting will be effective only if the ownership of assets is assigned unambiguously by property laws and assets are clearly observable.

When transacting of a process by a firm involves the transfer of rare, valuable and proprietary knowledge and capabilities, then relative to other firms, the firm will be faced with a greater expropriation hazard. This increases costs of market governance to safeguard firm interests, ceteris paribus. As a result, the difference (ΔG) between firm governance and market governance costs decreases, and corresponding to this, the critical value of asset specificity AS* decreases. Figure 2(b) presents this argument graphically holding production costs fixed. As a result of a lower difference in governance costs (ΔG), the curve representing the difference in firm and market governance costs (ΔG) shifts downward, and the critical value of asset specificity decreases from KC* to KC3*.

The implication of capabilities as shift parameters, both through changes in production costs and through changes in governance costs, is that the critical level of asset specificity at which outsourcing changes to in-sourcing decreases. As a result, strong capabilities that result in a decrease in the critical value of asset specificity also decrease the likelihood of a firm using market governance; that is, they decrease the likelihood of outsourcing. The argument that capabilities are shift parameters thus suggests that capability constructs are omitted variables in TCE analysis and that the unique analysis of asset specificity and opportunism will have lower predictive power for the outsourcing decision. We summarize these arguments into one hypothesis below:

Hypothesis: The value, rarity, and inimitability of capabilities associated with a firm process serve as shift parameters that decrease the likelihood of outsourcing.

It is worth noting that, in order to test whether capabilities lead to a shift in critical value of asset specificity AS* at which market governance gives way to firm governance, it is sufficient to show that they lower the likelihood of outsourcing (see Appendix S1 of the online supplement).
METHODS

Data and constructs

IS processes are particularly interesting for a study of outsourcing as they cover a wide range of activities such as the maintenance of physical assets, software development, the design of enterprise resource planning systems, and the design and upkeep of customer and supplier interphasing software platforms. Thus, the IS processes that are a part of the sample differ greatly in the level of specific investment required if outsourced, and in the value, rarity, and inimitability of the mobilized underlying capabilities.

In order to test our hypothesis, we gathered data using a survey instrument from July 2006 to August 2007. Senior executives in FTSE100 and CAC40 firms were invited to contribute to the research by (1) identifying at least two firm IS processes that were in-sourced/outsourced and indicating the extent of outsourcing and (2) proposing the names of executives who had experience with the information technology processes. In order to avert the nonindependence of observations, we took care while collecting data to instruct executives not to provide information on related IS processes. We received contact information for 289 executives experienced in outsourcing. Of these, 96 (33.2%) contributed to the study by participating in the survey. After eliminating observations with missing data, this gave us a total of 180 usable observations.

The different constructs used in analysis were measured using seven-point semantic differential scales. Scales were submitted to factor analysis (Kim and Meuller, 1978) positing a single factor and to the Cronbach’s alpha test of reliability. Only factors with Eigen values greater than 1 were retained. Appendix S2 of the online supplement provides a description of all variables used in our analysis.

Dependent variables

Respondents provided information on the extent to which a given firm IS process had been outsourced, and this ranges from 0 to 100. We transformed this variable to create a binary dependent variable that takes the value of 0 when a process was completely in-sourced, and one when it was partially or completely outsourced. Forty-three percent of the processes are completely in-sourced and 57 percent are partially or completely outsourced.

Independent variables

Value refers to the value creation potential and the strategic importance of an IS process. It is measured using three items: the extent to which an IS process is considered valuable, the extent to which it permits a firm to differentiate its activities, and the extent to which it is strategically important. These three items load on a unique factor with a reliability of $\alpha = 0.78$. Second, rarity refers to the uniqueness of a capability relative to other (supplier) firms in the factor market (Barney, 1991). It consists of four items that load onto a unique factor with a reliability of $\alpha = 0.77$. If, for a given IS process, suppliers in factor markets (relative to the focal firm) do not possess knowledge and skills, equipment and machinery or do not have sufficient productive capacity, then the capabilities related to the IS process are rare. Finally, inimitability provides an indication of the durability of value-creating and rent-seeking advantage. It is operationalized using four items resulting in one factor with a reliability of $\alpha = 0.70$. IS processes are more inimitable when they draw upon several different technologies, are not easily reverse engineered, are associated with tacit knowledge, and are complex.

Control variables

Seven other variables are controlled for. Four TCE-based effects controlled for include asset specificity, small numbers, transactional frequency, and uncertainty. In addition we controlled for excess capacity, firm size, and firm labor cost advantage.

Common method and nonresponse bias

We used three strategies to mitigate common methods bias. First, while administering the survey, senior managers identified suitable IS activities for study and the extent to which they had been outsourced. These same managers identified other executives in the organization knowledgeable in the identified activities that we could contact to obtain data using the survey instrument. In this way, we used different respondents to measure the dependent and independent variables. Second,
respondents were not informed about what our research question was. Finally, we used Harman’s one-factor test (Podsakoff and Organ, 1986) to check empirically whether common method bias was a problem. It wasn’t as the principal factor accounted for only 21 percent of the variance.

**Statistical method**

The statistical analysis is comprised of two steps. In the first step, we used a Probit model in order to investigate the influence of the capabilities variables on the outsourcing decision. Following this, we conducted a number of robustness checks including respecifying the dependent variable using different cut-off points for outsourcing, and as a continuous rather than dichotomous and using a Tobit model for analysis. All regressions use clustered standard errors in order to investigate the influence of the capability constructs on the likelihood of outsourcing.

The Probit model used to assess the effects of the independent variables on outsourcing decision has the general specification as follows:

\[
P(Y_i = 1|X_i) = \Phi(X_i\beta)
\]

where \(\Phi\) is the cumulative density function for the standard normal; \(P(Y_i = 1 - X_i)\) is the probability that the \(i\)th IS process is outsourced; and \(X_i\) is the vector of independent and control variables.

We checked for the robustness of our results taking into consideration the nonlinear nature of limited dependent variable analysis, which includes Probit analysis (Hoetker, 2007; Wiersema and Bowen, 2009; Zelner, 2009). The coefficients obtained in Probit regressions do not represent the true marginal effect of a unit change in an independent variable as the magnitude and significance of the true marginal effect depends on the values that each other variable takes. As a result, we complemented our Probit regressions (Table 2) with additional analysis to interpret the coefficients and the marginal effects appropriately (see Appendix S3 of the online supplement). We used two goodness-of-fit measures: the McFadden pseudo r-square value and the proportion of correctly predicted observations above and beyond those that represent the most frequent outcome (Hoetker, 2007).

**RESULTS**

Table 1 presents the correlation matrix for the dependent and independent variables, along with the means and standard deviations. Inimitability has a moderate correlation with value (0.50, \(p < 0.001\)) and a lower but significant correlation with rarity (0.33, \(p < 0.001\)). Apart from these correlations, the pattern displayed does not reveal a tendency toward multicollinearity among the independent measures.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Min.</th>
<th>Max.</th>
<th>S.D.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Percentage outsourced</td>
<td>42.04</td>
<td>0</td>
<td>100</td>
<td>43.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Value</td>
<td>0.00</td>
<td>-2.0</td>
<td>1.2</td>
<td>-0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Inimitability</td>
<td>0.00</td>
<td>-2.3</td>
<td>1.4</td>
<td>-0.48</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Rarity</td>
<td>0.00</td>
<td>-1.6</td>
<td>2.2</td>
<td>-0.39</td>
<td>0.26</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Asset specificity</td>
<td>5.50</td>
<td>1</td>
<td>7</td>
<td>0.24</td>
<td>0.41</td>
<td>0.35</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Small numbers</td>
<td>0.68</td>
<td>0</td>
<td>1</td>
<td>0.47</td>
<td>0.25</td>
<td>-0.31</td>
<td>-0.25</td>
<td>-0.39</td>
<td>-0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Frequency</td>
<td>3.43</td>
<td>1</td>
<td>5</td>
<td>1.42</td>
<td>-0.12</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02</td>
<td>0.22</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Uncertainty</td>
<td>0.00</td>
<td>-2.5</td>
<td>2.4</td>
<td>-0.20</td>
<td>0.08</td>
<td>0.37</td>
<td>0.15</td>
<td>0.05</td>
<td>-0.13</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Excess capacity</td>
<td>3.26</td>
<td>1</td>
<td>7</td>
<td>1.42</td>
<td>-0.18</td>
<td>-0.02</td>
<td>-0.13</td>
<td>0.05</td>
<td>0.00</td>
<td>-0.05</td>
<td>0.01</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Size (divided by 1000)</td>
<td>10.4</td>
<td>3.1</td>
<td>67</td>
<td>39.3</td>
<td>0.10</td>
<td>-0.16</td>
<td>-0.20</td>
<td>-0.10</td>
<td>0.03</td>
<td>0.15</td>
<td>0.01</td>
<td>-0.15</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>11. Firm labor cost advantage</td>
<td>4.67</td>
<td>1</td>
<td>7</td>
<td>1.58</td>
<td>-0.13</td>
<td>-0.01</td>
<td>0.12</td>
<td>0.21</td>
<td>0.15</td>
<td>-0.15</td>
<td>0.10</td>
<td>0.06</td>
<td>0.12</td>
<td>0.03</td>
</tr>
</tbody>
</table>

*a Value, inimitability, rarity, and uncertainty are composite variables that are mean centered.*
Table 2. Probit regression with clustered standard errors of the decision to outsource

<table>
<thead>
<tr>
<th></th>
<th>(1) Controls</th>
<th>(2) TCE controls</th>
<th>(3) Rarity</th>
<th>(4) Inimitability</th>
<th>(5) Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>-0.941*** (0.236)</td>
<td></td>
<td>-0.714*** (0.151)</td>
<td>-0.712*** (0.165)</td>
<td>-0.678*** (0.174)</td>
</tr>
<tr>
<td>Rarity</td>
<td>-0.714*** (0.151)</td>
<td>-0.712*** (0.165)</td>
<td>-0.678*** (0.174)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inimitability</td>
<td>-0.863*** (0.203)</td>
<td>-0.461* (0.230)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asset specificity (AS)</td>
<td>-0.309*** (0.082)</td>
<td>-0.331*** (0.087)</td>
<td>-0.247** (0.095)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small numbers</td>
<td>-0.447* (0.231)</td>
<td>-0.108 (0.256)</td>
<td>0.044 (0.275)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>-0.121 (0.079)</td>
<td>-0.141* (0.084)</td>
<td>-0.232* (0.093)</td>
<td>-0.241* (0.102)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>-0.271* (0.111)</td>
<td>-0.284* (0.119)</td>
<td>-0.165 (0.131)</td>
<td>-0.251* (0.143)</td>
<td></td>
</tr>
<tr>
<td>Excess capacity</td>
<td>-0.210** (0.070)</td>
<td>-0.256** (0.080)</td>
<td>-0.277** (0.085)</td>
<td>-0.419*** (0.100)</td>
<td>-0.385*** (0.105)</td>
</tr>
<tr>
<td>Size</td>
<td>0.060 (0.040)</td>
<td>0.075* (0.045)</td>
<td>0.083* (0.048)</td>
<td>0.134* (0.055)</td>
<td>0.090 (0.059)</td>
</tr>
<tr>
<td>Firm labor cost advantage</td>
<td>-0.204** (0.063)</td>
<td>-0.166* (0.069)</td>
<td>-0.166* (0.075)</td>
<td>-0.150* (0.080)</td>
<td>-0.231** (0.086)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.441 (0.470)</td>
<td>2.104** (0.733)</td>
<td>2.229** (0.760)</td>
<td>2.295** (0.827)</td>
<td>1.487* (0.893)</td>
</tr>
<tr>
<td>Correctly classified (%)</td>
<td>22.4 (0.1)</td>
<td>47.4 (0.240)</td>
<td>51.3 (0.417)</td>
<td>52.6 (0.489)</td>
<td>60.5 (0.506)</td>
</tr>
<tr>
<td>Pseudo r-square</td>
<td>0.1</td>
<td>0.240</td>
<td>0.417</td>
<td>0.489</td>
<td>0.506</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-110.3</td>
<td>-89.88</td>
<td>-70.78</td>
<td>-62.57</td>
<td>-60.73</td>
</tr>
</tbody>
</table>

Standard errors in parentheses, N=180. Regressions are with clustered standard errors. Correct classifications represent predictions above the baseline value. McFadden’s pseudo r-square values are presented.

***p < 0.001, **p < 0.01, *p < 0.05, p < 0.1.

The outsourcing decision

The parameters of the Probit model were estimated using the full sample. Table 2 summarizes the coefficient estimates and goodness-of-fit measures for the models used to test the hypothesis. Since 104 (57%) of the IS processes are partially or completely outsourced (outsourcing = 1), the baseline Probit model with no independent or control variables correctly predicts 57 percent of the cases of the outsourcing decision.

Model (1) is obtained by including only the three non-TCE control variables. In this model the coefficient of excess capacity is negative (p < 0.01), indicating as expected that firms with excess capacity have a lower likelihood of outsourcing. Similarly, the greater the labor costs advantage of a firm relative to suppliers, the lower the likelihood that it will outsource an activity (p < 0.01). This model classifies 22.4 percent of the observations correctly above the baseline prediction of the most frequent outcome. Model (2) adds to model (1) the four transaction cost variables. This model provides support for transaction cost-based influences on the outsourcing decision. As asset specificity increases, firms have a lower likelihood of outsourcing (p < 0.001). In addition, uncertainty lowers the likelihood of outsourcing (p < 0.05). All in all, the introduction of TCE variables improves the predictive performance of model (1) by an additional 25 percent.

Model (3) introduces the measure for rarity of the capabilities associated with an IS process. The coefficient of rarity is negative and significant (β = -0.714, p < 0.001), providing support for our hypothesis that capabilities serve prediction of the most frequent outcome (Hoetker, 2007). In this study, the most frequent outcome is outsourcing (104 observations) and the sample size is 180. As a result, our metric indicates the proportion of the remaining (180 to 104 = 76 observations) that are correctly classified.
as shift parameters that decrease the likelihood of outsourcing. This model successfully predicts 51.3 percent of the sourcing decisions correctly above and beyond the baseline prediction of the most frequent outcome.

Model (4) introduces the construct inimitability. Inimitability has a significant and negative coefficient as expected ($\beta = -0.863$, $p < 0.001$). This provides further support for our hypothesis that capabilities serve as shift parameters that lower the likelihood of outsourcing. Rarity remains significant in the model. Model (5) includes the construct for value. The coefficient of value is significant and negative ($\beta = -0.941$, $p < 0.001$), providing additional support for our hypothesis that capabilities serve as shift parameters that lower the likelihood of outsourcing. Further, the capabilities based constructs of rarity and imitability remain significant indicating that the results are robust. The model correctly predicts 60.5 percent of the observations as in-sourced or outsourced above the baseline prediction.

Appendix S3 of the online supplement provides a graphical analysis of the magnitude and significance of the marginal effects at each observation point for each of the three capability constructs taking into consideration model (5) of Table 2. The analysis indicates that the marginal effect of rarity (Figure S1) and value (Figure S3) is a significant decrease in the likelihood of outsourcing. The marginal effect of inimitability (Figure S2), on the other hand, is negative but does not have a significant effect at the 5 percent level. Thus, for the case of rarity and value, our marginal effects analysis provides additional support for the hypothesis that capabilities serve as shift parameters that lower the likelihood of outsourcing.

Robustness checks

In Appendix S4 of the online supplement, we present a number of robustness tests. First, our results do not qualitatively change when alternative cutoff points of 25, 50, and 75 percent are used to classify a process as in-sourced or outsourced. Second, our results for capabilities as shift parameters remain robust when we use a continuous dependent variable (percent of process outsourced) instead of a binary dependent variable. Finally, since our measure of asset specificity is a single-item variable, we checked for robustness of our results using an alternative construct: contractual hazard, and the results are robust to this new model specification.

Nonindependence of observations

Since each respondent to our survey instrument provided information on two IS processes, our observations may violate the assumption of nonindependence of observations. To check whether this represents a problem, we did three additional tests: (1) ordinary least square regressions with clustered standard errors (see Appendix S5 of the online supplement); (2) mean centering; (3) use of only one observation per respondent. These tests indicate that the nonindependence of observations is not a major concern.

Illustrating the shift parameter effect graphically

To this point, our results provide strong support that capabilities significantly decrease the likelihood of outsourcing decisions. Since the probability of outsourcing decreases with increases in capability constructs, the result is a shift in the critical value of asset specificity to a lower value. We now illustrate this argument graphically by showing how the critical value of asset specificity may shift from a high value ($AS^* = 7$) to a low value ($AS^* = 1$) with a change in capabilities. We provide a 95 percent confidence interval for the predicted probabilities, using Stata code provided by Zelner (2009).

Figure 3 plots the probability of outsourcing as a function of rarity, which is a standardized variable with mean 0. The figure plots the probability of outsourcing using two levels of asset specificity. A number of observations may be made. First, the probability of outsourcing decreases substantially when asset specificity changes from the low value to the high value, and the nonoverlapping confidence intervals provide an indication that this difference is significant over a broad range of rarity values. Second, consistent with the shift parameter logic, the probability of outsourcing decreases with increases in rarity.

The critical value of asset specificity $AS^*$ is the value of asset specificity at which the likelihood of market governance is equal to that of firm governance (the predicted probability of outsourcing is 0.5). The question remains as to what effect an increase in capabilities has on this
critical value of asset specificity? When AS* takes on the higher value of 7, the value of rarity (RH) which results in a predicted probability of outsourcing of 0.5 is about −0.6. Similarly, when AS* takes on a lower value of 1, the value of rarity (RL), which results in a predicted probability of outsourcing of 0.5, is about 1.2. What this implies is that, as rarity increases from −0.6 to 1.2, ceteris paribus, the critical level of asset specificity AS* at which outsourcing gives way to in-sourcing shifts (decreases) from 7 to 1.

**DISCUSSION AND CONCLUSION**

The resource-based view (RBV) emphasizes the role of firm-specific, inimitable resources in creating competitive advantage (Peteraf, 1993; Wernerfelt, 1984). Given this, it does not offer any real and discriminating insights into how or why governance forms need to be aligned with different resource profiles. By introducing capability constructs as shift parameters into the transaction costs framework, however, our study bridges the gap between value creation and governance and shows that they are interdependent. In other words, while the RBV remains a theory of value creation, it enhances TCE predictions for firm governance.

In order to close the divide between value creation and the governance of transactions, we showed that capabilities serve as shift parameters in the TCE model of firm boundaries. While Williamson (1985) postulates that there exists a critical level of asset specificity at which market governance gives way to hierarchy, we put forward the argument that this critical value of asset specificity “shifts” due to capability based influences. In particular, strong capabilities result in lower firm production costs relative to the market. Furthermore, since the outsourcing of strong capabilities give rise to expropriation hazard, market governance costs increase relative to firm governance. These two effects together contribute to a decrease in the critical value of asset specificity at which market governance gives way to hierarchy. In other words, if capabilities are not taken into consideration, the unique consideration of TCE would lead to omitted variable bias.

Although our findings indicate a strong and robust effect of capabilities as shift parameters, endogeneity remains a concern as firms might have selectively invested in their capabilities and also selectively engaged in outsourcing (Hamilton and Nickerson, 2003; Shaver, 1998). Given this, governance choices may condition capability formation and vice versa (Argyres et al., 2012). We tried the standard approaches to tackling this concern: switching regressions (Hamilton and Nickerson, 2003) and the Heckman selection procedure (Heckman, 1979). Both approaches, however, are dependent on the availability of satisfactory instruments that we did not have. This remains a limitation of this research.
In closing, consistent with Argyres and Zenger’s (2012) argument, we consider capability-based arguments to be complementary to the Williamsonian TCE framework, not substitutive. Following Williamson (1985), we consider the governance decision as a result of economizing on both governance and production costs. Capability-based constructs serve to “shift” the critical level of asset specificity at which market governance gives way to hierarchical governance. This, we propose, provides one explanation why numerous empirical studies in TCE in which capabilities are omitted variables show varying results in support of and opposing the TCE framework. Both capability and transaction cost logic, as we showed, complement each other and when separated, can only give a partial picture of firms boundaries’ decisions.
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