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Abstract  The Voting and Registration Supplement to the Current Population Survey (CPS) employs a large sample size and has a very high response rate, and thus is often regarded as the gold standard among turnout surveys. In 2008, however, the CPS inaccurately estimated that presidential turnout had undergone a small decrease from 2004. We show that growing nonresponse plus a long-standing but idiosyncratic Census coding decision was responsible. We suggest that to cope with nonresponse and overreporting, users of the Voting Supplement sample should weight it to reflect actual state vote counts.


In the United States, the Census Bureau’s widely respected Voting and Registration Supplement to the Current Population Survey (CPS)\(^1\) has long been based primarily on in-person interviews to ensure data quality (U.S.
Census Bureau 2010b, 16-2). Sample sizes currently exceed 75,000 voting-age citizens, stratified by state, making the CPS many times larger than even the biggest academic surveys. Response rates generally approach 90 percent; in 2008, for instance, the RR6 rate was 88 percent (U.S. Census Bureau 2010b, 16-4). The Census Bureau releases a biennial report on voter turnout based on the Voting Supplement.3

Estimated turnout rates from the CPS typically have been just a few percentage points higher than actual turnout as estimated from vote counts. In both 2004 and 2008, for example, the CPS overreport relative to the turnout of the vote-eligible population (VEP) was less than three percentage points (see U.S. Census Bureau 2010c; McDonald 2013). This is a far better result than the customary 10 to 15 percentage points of overreport in even the highest quality academic surveys (see Traugott and Katosh 1979; Cassel 2004).4 For all these reasons, the CPS is often regarded as the “gold standard” in voter turnout surveys (Cohn 2013).

In 2008, however, an oddity occurred that raised some eyebrows (McDonald 2010). Nine million more Americans voted in 2008 than in 2004. Yet when the official CPS 2008 turnout estimate was released, it turned out to be just 63.6 percent (U.S. Census Bureau 2010c, 2).5 The corresponding 2004 estimate had actually been a bit higher, at 63.8 percent (U.S. Census Bureau 2006, 2). Thus, by the CPS estimates, the historic 2008 contest won by Barack Obama had a turnout rate that was “not statistically different” from or perhaps was even slightly lower than its placid 2004 predecessor (U.S. Census Bureau 2010c, 1).

State vote counts told a different story. The turnout among eligible citizens for the 2004 General Election was 60.1 percent, while the corresponding 2008 figure was 61.6 percent—a very plausible increase of 1.5 percentage points (McDonald 2013). The corresponding CPS estimate of turnout change missed this benchmark by a surprising 1.7 percentage points. With the sample size

includes about 56,000 households, selected through a multistage probability sampling process based on the decennial census to represent the civilian noninstitutionalized population of the United States. The sample is composed of eight panels initiated in successive months. In each panel, respondents are interviewed monthly for four months, then are omitted for eight months, and then are interviewed again for four months. For more details on the CPS sampling procedure and the Voting and Registration Supplement, see the Census Bureau website (http://www.census.gov/hhes/www/socdemo/voting/) and Bauman and Julian (2010).

2. For AAPOR’s standard definition of response rate, see AAPOR (2011).
3. For voter turnout, the CPS question wording is “In any election, some people are not able to vote because they are sick or busy or have some other reason, and others do not want to vote. Did (you/name) vote in the election held on (date)?”
4. In this context, “overreport” includes both misreporting by survey respondents and the tendency of voters to respond to turnout surveys more than nonvoters.
5. These two published turnout rates correspond exactly to the weighted estimates we computed from the CPS public use data files for 2004 and 2008. All 2004 and 2008 CPS turnout rates and other statistics reported in this paper are weighted with the CPS-recommended “final weight” variable PWSSWGT (U.S. Census Bureau 2010b, 3-2). For earlier years, we use the equivalent final weight.
and response rate of the CPS, a pure sampling error of nearly two percentage points should almost never occur.6

Coding the Turnout Variable in the CPS

Every postelection turnout survey encounters respondents who cannot remember whether they voted, or who do not wish to divulge their electoral behavior to a stranger. These Don’t Know and Refused responses are conventionally coded as “missing.” Similarly, preelection respondents who were not interviewed in the postelection survey are counted as missing data. This is the procedure followed by the American National Election Study (ANES; see ANES 2009, 83–85). Wolfinger and Rosenstone (1980, 6) coded the CPS the same way, as did Nagler (1991, 1397), Leighley and Nagler (1992, 723), Hanmer (2009, 199), and others.

In its official reports, however, the CPS does not follow the conventional academic coding rules for turnout responses. Instead, it treats Don’t Know, Refused, and No Response as indicating that the respondent did not vote. This Census Bureau coding rule dates to the earliest years of the CPS survey. The Census Bureau has traditionally taken the view that its procedures reduce the estimated turnout rate and therefore come closer to the truth: “Nonrespondents and people who reported that they did not know if they voted were included in the ‘did not vote’ class because of the general overreporting by [other] respondents in the sample” (U.S. Census Bureau [2010a], at “Voter, Reported Participation”). The implicit argument seems to be that only those people who disobeyed the social norm of voting would be reluctant to answer a turnout question; hence, they are probably nonvoters. This judgment may be accurate in most cases of Don’t Know and Refused. However, these two categories have always been small. In 2008, for example, they made up just 1.2 and 1.4 percent of the sample, respectively.

The great majority of the missing turnout data stems from the third category of No Response. This code refers to respondents who were interviewed in the first part of the CPS but never started the Voting and Registration Supplement. That is, they never participated in the turnout survey at all. Before the first question of the supplement is asked, the interviewer is given the choice to close out the interview. The interview may have gone poorly, or the respondent

6. The CPS reports 90-percent confidence intervals of ±0.3 percentage points for its national turnout rates (U.S. Census Bureau 2006, 2; 2010c, 2). This matches our calculations precisely: Conservative linearized standard errors using the CPS data files and the svy procedure in STATA 11.1 produce an interval of ±0.298 percentage points in both 2004 and 2008. By standard calculations, the latter figures give a 99-percent interval for the difference between two independent surveys of quadrennial turnout rates of ±0.66 percentage points. Thus, the CPS error of 1.7 percentage points is very far outside this 99-percent interval. The small CPS omissions from the target population are not nearly enough to make up the difference.
may need to do something else. When this happens, the respondent is reported as *No Response*, and then is coded as not having voted.

The Census Bureau’s decision to count the *No Response* individuals as nonvoters is consequential. *No Response* alone makes up 11.2 percent of the 2008 sample. Coding all of them, plus *Don’t Know* and *Refused*, as nonvoters reduces the estimated turnout rate by nearly 10 percentage points, cancelling most of the 12-point overreport in the original data. In contrast, when CPS studies are coded in the conventional fashion paralleling the ANES, the over-report rate is comparable to that of other high-quality academic studies (Gera et al. 2010).

The same pattern holds in prior years. Figure 1 reports the unadjusted turnout rate from the CPS for 1980–2012, along with the official CPS turnout with nonrespondents counted as nonvoters. McDonald’s (2013) estimate of the true turnout rate among the VEP, calculated from official state returns, is included for comparison. Just as intended, the resulting official CPS turnout estimates look quite close to the VEP, much closer than the unadjusted rate in the original data (U.S. Census Bureau 2010c, 1).

Yet the CPS coding rule is not without costs. It turns out that the coding of missing data is the source of the CPS error in estimating overall turnout change.

![Figure 1. Three Estimates of American Voter Turnout.](http://poq.oxfordjournals.org/)

7. E-mail communication with Tiffany Julian, U.S. Census Bureau, October 22, 2010. We thank her and Kurt Bauman for their unfailing helpfulness and professionalism in responding to our many inquiries.
from 2004 to 2008. In the unadjusted data, with nonrespondents counted as missing, estimated turnout in the CPS 2008 survey actually increased by 2.2 percentage points from 2004, close to the 1.5-percentage-point increase that McDonald calculated from official voting returns. The official CPS coding procedure gives the opposite and inaccurate result because in 2004, the No Response category represented just 8.0 percent of all respondents, while it jumped to 11.2 percent in 2008. Thus, an additional 3.2 percent of the sample were never offered the turnout supplement in 2008. All of them were coded as nonvoters. That decision overwhelmed the turnout gain in the rest of the sample and caused the estimated slight decline in turnout from 2004 to 2008 in the official CPS turnout estimates. In sum, the decrease in turnout estimated by CPS in 2008 stemmed entirely from their survey coding procedures.

The Growing Importance of Missing Turnout Data

In the initial years of the CPS survey, nonresponse to the Voting Supplement was small, and therefore how it was coded mattered little. In 1972, only 3.0 percent of respondents failed to answer the turnout question in the Voting Supplement. But, as figure 2 shows, the CPS missing rate has trended generally upward over time. The CPS coding rules have the consequence that when missing rates change, so does the official CPS turnout estimate, regardless of what is happening in the electorate. As we have already said, this effect accounts for the CPS report that turnout was flat or down in 2008. But the problem is not confined to 2008. We can look at turnout change since the prior presidential election in earlier years. First, define the error of the official CPS estimate of turnout change relative to the VEP (McDonald 2013):

\[
\text{Official CPS error} = |\text{Official CPS estimate of turnout change} - \text{VEP turnout change}|.
\]

The error in the conventional (unadjusted) coding of the CPS is defined analogously.

8. The difference between 2.2 and 1.5 percentage points is at the boundary of the 99-percent confidence interval. However, the 2008 sample had a lower response rate than the 2004 sample, presumably leading to a somewhat more politically engaged 2008 sample with a higher turnout. Consequently, the turnout gain of 2.2 percentage points in the CPS sample is biased upward, and sampling variation can easily account for the remaining difference from McDonald’s corresponding estimate of turnout change in 2008.

9. To maintain consistency with later years, we have used the question from 1972 asking whether the respondent voted, ignoring the follow-up about whether the respondent voted specifically in the presidential race that year. In addition, for years in which the CPS did not report the number of noncitizens (1964–1976), we estimated the number based on the decennial census data on percentage of foreign-born noncitizens and removed them from all turnout calculations.
Figure 3 compares the absolute errors of the CPS coding and the conventional coding from 1984 to 2012. Through the 1980s, the two codings of CPS turnout produce similar results and similar absolute errors in estimating turnout change. But since then, the two codings have generally diverged, with the official CPS coding always producing larger errors, sometimes dramatically so. Thus, the official CPS reports have struggled to produce reliable estimates of turnout change as nonresponse has grown.

Figure 2. Missing Turnout Responses in the CPS.

Summary and Recommendations

The CPS produces turnout estimates every two years in its official election reports. An idiosyncratic coding rule is used: Missing respondents are counted as nonvoters to compensate for overreport of turnout. That is, a deliberate downward error is generated among nonrespondents to compensate for an upward error by actual respondents. We have shown that this procedure has become less trustworthy in recent years as nonresponse has increased.

For estimating voter turnout or changes in turnout, actual vote counts will always be superior to surveys. The CPS should not be used for that purpose.

10. To further validate this result, we disaggregated to the state level for 2000–2004 and 2004–2008, with similar conclusions. We also explored whether imputing the turnout of the nonrespondents would improve the turnout estimates, but it did not. These results are omitted for lack of space but are available from the authors on request.
However, researchers often want to know what proportion of young people or African Americans voted in a given election, or some other purely descriptive statistic, and for that purpose surveys are essential. The official CPS reports include results of that kind, but they are based on the idiosyncratic coding we have discussed, an increasingly risky procedure as CPS response rates fall. On the other hand, the conventional (unadjusted) coding of turnout ignores the overreport. What should the CPS and other researchers do instead?

We recommend dropping all categories of missing turnout response, and then poststratifying the remaining CPS sample so that the survey turnout rate in each state matches the corresponding state VEP turnout (see Lohr 2010, 342–44). That is, the CPS survey weights should be adjusted for overreport. For example, the 2008 CPS conventionally coded turnout estimate for Iowa, appropriately weighted by the variable PWSSWGT, is 77.08 percent. McDonald’s (2013) estimate of 2008 Iowa highest-office turnout is 69.7 percent. Then, a new weight could be computed for those Iowans who report voting: \[\text{FINALWGT} = (69.7 / 77.08)\times \text{PWSSWGT} = 0.904 \times \text{PWSSWGT}\]. The weight for those who report not voting would be \[\text{FINALWGT} = (30.3 / 22.92) \times \text{PWSSWGT} = 1.322 \times \text{PWSSWGT}\]. This procedure simply weights the sample of self-reported voters down to the McDonald fraction of actual voters, and it weights the sample of self-reported nonvoters up to the McDonald fraction of actual nonvoters. The reweighting would be repeated in each state, thereby adjusting for the different rates of nonresponse and overreport across them.
By construction, such a reweighted survey would reproduce each state turnout rate without error.

Roughly speaking, this procedure will be statistically successful if, after weighting, the self-reported voters in a particular state who responded to the Voting Supplement are, in expectation, representative of all actual voters in that state. A parallel requirement holds for self-reported nonvoters. Those assumptions are unlikely to be perfectly accurate. But until the Census Bureau itself produces more sophisticated weights to take into account the growing problem of missing data in the CPS, this procedure may be the best simple adjustment method.

An even more helpful step the Census Bureau could take in the future would be to validate turnout in the CPS Voting Supplement, at least for a substantial subsample of respondents. Since the states are now federally mandated to have statewide machine-readable files, vote validation is easier than it once was, when painstaking visits to individual county offices were required, though challenges remain (Traugott 1989; McDonald 2007; Berent, Krosnick, and Lupia 2011; Ansolabehere and Hersh 2012). With validation, the CPS data and the Census Bureau’s subsequent official turnout reports would then indisputably be the most valuable information available on the electoral behavior of the American population.
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